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ABSTRACT

The physical connection between thermal convection in the solar interior and the solar wind remains
unclear due to their significant scale separation. Using an extended version of the three-dimensional

radiative magnetohydrodynamic code RAMENS, we perform the first comprehensive simulation of

the solar wind formation, starting from the wave excitation and the small-scale dynamo below the

photosphere. The simulation satisfies various observational constraints as a slow solar wind emanating
from the coronal hole boundary. The magnetic energy is persistently released in the simulated corona,

showing a hot upward flow at the interface between open and closed fields. To evaluate the energetic

contributions from Alfvén wave and interchange reconnection, we develop a new method to quantify

the cross-field energy transport in the simulated atmosphere. The measured energy transport from

closed coronal loops to open field accounts for approximately half of the total. These findings suggest
a significant role of the supergranular-scale interchange reconnection in solar wind formation.
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1. INTRODUCTION

The physical mechanisms driving the solar wind,
a supersonic stream of charged particles originating

from the Sun’s outer atmosphere, have long been in-

vestigated (Cranmer et al. 2017). Two primary sce-

narios have been the focus of extensive research:

Alfvén waves and interchange magnetic reconnection.
Alfvén waves have been investigated as an impor-

tant scenario of solar wind acceleration (Jacques 1977;

Hollweg 1986; Suzuki & Inutsuka 2005; Cranmer et al.

2007; Perez & Chandran 2013; Chandran & Perez 2019;
Shoda et al. 2019; Matsumoto 2021). The interac-

tion between the magnetic field and thermal convec-

tion excites Alfvén waves, propagating along the mag-

netic field lines into the upper atmosphere. The dis-

sipation of Alfvén waves not only heats the plasma
but also creates a wave pressure gradient that ac-
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celerates the solar wind (Parker 1958; Leer & Holzer
1980). Conversely, the complex magnetic config-

uration of the solar magnetic field may produce

frequent interchange magnetic reconnection between

closed and open magnetic fields (Axford & McKenzie

1992; Fisk et al. 1999; Fisk 2003; Antiochos et al.
2011; Cranmer & van Ballegooijen 2010; Cranmer 2018;

Wang 2020; Zank et al. 2020). The interchange recon-

nection involves the fast conversion of magnetic energy

into heat and waves, allowing the transfer of mass and
energy across magnetic field lines.

While the Alfvén wave scenario satisfies various ob-

servational constraints (Cranmer 2012), the interchange

reconnection scenario remains an appealing explanation

for the ionization degree and elemental abundance in
the solar wind (Abbo et al. 2016). The presence of mag-

netic switchbacks in the near-Sun solar wind (Bale et al.

2019; Kasper et al. 2019) is also attributed to the explo-

sive energy release through the magnetic reconnection
in the low corona (Zank et al. 2020; Sterling & Moore

2020; Magyar et al. 2021). However, the in-situ forma-

tion scenario by the turbulent Alfvén waves can also ex-
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plain some of the observational constraints of magnetic

switchbacks (Squire et al. 2020; Shoda et al. 2021). Dis-

tinguishing between the Alfvén wave and interchange

reconnection scenarios has proven difficult in both ob-
servations and theories.

Investigating these competing scenarios has been

challenging due to the complexity and vast param-

eter space inherent in the near-surface physics of

the Sun. Turbulent motion in near-surface ther-
mal convection is widely accepted as the direct en-

ergy source of the solar atmosphere (Alfvén & Lindblad

1947; Parker 1989). The near-surface thermal

convection generates the mixed-polarity magnetic
field (Trujillo Bueno et al. 2004; Lites 2011) through

the small-scale dynamo (Petrovay & Szakaly 1993;

Cattaneo 1999; Vögler & Schüssler 2007; Rempel

2014). The interaction of the dynamo-generated

magnetic field and turbulent motion excites mag-
netohydrodynamic waves, which transport magne-

tohydrodynamic energy into the solar atmosphere

(Steiner et al. 1998; Heggland et al. 2011; Shelyag et al.

2013; Iijima & Yokoyama 2017; Rempel 2017). Empir-
ically modeling these physical processes is difficult, of-

ten requiring numerous free parameters and arbitrary

assumptions. Additionally, the substantial scale separa-

tion between the solar surface and wind has hindered the

development of self-consistent models that can describe
the physical connection between them.

In this Letter, we carry out a three-dimensional radia-

tive magnetohydrodynamic simulation of the solar wind

formation starting from the solar upper convection zone.
To emulate the small-scale dynamo and wave excita-

tions near the photosphere, we extend the established

convection model (Nordlund 1984; Stein & Nordlund

1998; Nordlund et al. 2009), which is almost parameter-

free except the domain size or numerical resolution.
This model has been extended to study the dynamics

in the chromosphere and corona (Gudiksen et al. 2011;

Iijima & Yokoyama 2017; Rempel 2017). Our work rep-

resents the first extension of this near-surface convection
model to solar wind formation. In this Letter, we espe-

cially focus on the energy transport process from the

bottom of the corona up to the solar wind. To achieve

this, we suggest a new method for quantitatively esti-

mating the energetic contribution of interchange recon-
nection in the complex simulated atmosphere (Appendix

A). This approach provides new insights into the com-

peting mechanisms driving solar wind formation and of-

fers a more comprehensive understanding of the intricate
processes occurring in the Sun’s outer atmosphere.

2. SIMULATION SETUP

We used an extended version of the RAMENS (Iijima

2016; Iijima & Yokoyama 2015, 2017) to simulate the

solar wind acceleration from the upper convection zone.

The RAMENS solve the fully compressible magneto-
hydrodynamic equations, including the effects of grav-

ity, optically thick and thin radiation, latent heat of

partial ionization, and Spitzer-Harm thermal conduc-

tion in orthogonal curvilinear coordinates. The mag-

netohydrodynamic equations were discretized with the
energy-consistent finite difference method (Iijima 2021)

to consistently account for energy exchange between the

plasma and magnetic energies. We chose the sixth-

order central difference method in space and the four-
step Runge-Kutta method in time. The slope-limited

diffusion scheme (Rempel 2014) was adopted to stabi-

lize the shocks and discontinuities. No explicit viscosity

or resistivity was assumed. To resolve the thin transi-

tion region, we used the numerical broadening method
(Iijima & Imada 2021) to avoid underestimating the

coronal density. The optically thick radiative transfer

was solved in the one-dimensional plane-parallel approx-

imation in each vertical column to reduce the numerical
cost. The validity of the one-dimensional approxima-

tion has already been validated through comparisons

with three-dimensional radiative transfer (Hotta et al.

2019). The semi-relativistic correction (Gombosi et al.

2002; Rempel 2017) was also used to relax the severe
constraints on the time steps where the height (from

the solar surface) lower than 0.1R⊙. More details are in

our previous publications (Iijima 2016).

We used the localized spherical geometry account-
ing the global expansion of the magnetic field lines

(Matsumoto 2021). We define the z-axis to be in the ra-

dially outward direction from the Sun. Thus, the radial

coordinate can be written as r = z + R⊙. The nu-

merical domain expanded from 15 Mm below (z = −15
Mm) to 29R⊙ distant from the solar surface (z = 0).

A vertically non-uniform grid spacing was used in z-

direction to reduce the numerical cost. The vertical

grid size was set to 228 km at the bottom boundary,
48.2 km at the surface, and gradually increased to 9.65

Mm at the top boundary. The super-radial expansion

factor was set similarly to Matsumoto (2021) but uses

the value 4 at the top boundary. We forced the purely

radial expansion (without super-radial expansion) below
the surface. The horizontal size of the numerical domain

was 48 × 48 Mm2 at the surface, sufficiently including

several supergranular-scale ≈ 30 Mm convection cells

(Leighton et al. 1962; Simon & Leighton 1964). The
corresponding horizontal domain size at the top bound-

ary is 4.1R⊙. The horizontal grid size was constant for

each height and set to 188 km at z = 0 and 11.3 Mm
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at the top boundary. The entire numerical domain is

covered by (Nx, Ny, Nz) = (256, 256, 3072) grids.

The bottom boundary was open for plasma flow, al-

lowing thermal and magnetic energy transports into the
domain. The total (gas plus magnetic) pressure was

kept constant at the bottom boundary, allowing weak

perturbations to suppress the standing sound waves in

the convection zone. The top boundary was open for

plasma flow and the outward Elsässer variables. The in-
ward Elsässer variables were set to zero. The details of

the top boundary condition do not strongly affect the so-

lution below as the solar wind travels faster than Alfvén

and sound waves at this height. Periodic boundary con-
ditions were assumed in each horizontal direction.

The simulation started from a snapshot of the suf-

ficiently relaxed magneto-convection simulation with a

horizontally averaged signed vertical magnetic flux (flux

imbalance) of 6 G at the photospheric level. The small-
scale dynamo in the numerical domain amplified the

magnetic energy in the convection zone and generated

mixed-polarity magnetic patterns in the photosphere.

Once the volume-integrated magnetic energy in the con-
vection zone had saturated, we imposed a solar-like one-

dimensional stratification and potential (current-free)

magnetic field. Here we used the one-dimensional empir-

ical atmosphere (Avrett & Loeser 2008) with a smooth

transition to the isothermal Parker solution (Parker
1958) at T = 1 MK. The simulation was integrated for

72 h. After the initial transients, the simulation ap-

peared to relax, considering the travel times of Alfvén

and sound waves. We mainly analyzed the last 48 h in
this paper.

3. RESULTS

3.1. Overall structure

Figure 1 shows an over view of the simulated solar

atmosphere. The supersonic solar wind and million-

degree corona are generated spontaneously by the
magneto-convection within the simulation domain. In

a steady state, the mass-loss rate of the solar wind is

roughly proportional to the magnitude of the energy

input (Sandbaek et al. 1994; Hansteen & Leer 1995;

Cranmer & Saar 2011), thus can be used as a measure of
the energy input to the solar wind. The simulated mass-

loss rate was determined as 3-10×10−14M⊙/yr, which is

similar to but slightly larger than the typical observed

value (2-3 × 10−14M⊙/yr; Cranmer et al. 2017). This
discrepancy may relate to the strong photospheric mag-

netic energy (see the discussion in Sec. 4). As the ob-

served photospheric magnetic field is highly non-uniform

in space and time, our simulation should realize at least

a part of the physical processes and parameter space of

the real Sun.

The solar wind is highly structured in space and time,

sometimes showing polarity reversal of the radial mag-
netic field (Fig. 1a–e), known as magnetic switchbacks

(Bale et al. 2019; Kasper et al. 2019). According to an

observational study by Parker Solar Probe (Bale et al.

2019), the fraction of magnetic switchbacks (filling fac-

tor of Br < 0) comprise approximately 6% of the tempo-
ral duration. Conversely, the simulated filling factor was

0.33% in the time range of 24–72 h, which is an order of

magnitude smaller than the observed value. The in-situ

enhancement of the magnetic switchbacks (Squire et al.
2020; Shoda et al. 2021), which strongly depends on the

numerical resolution, may resolve this discrepancy.

This dynamic solar wind flows from the underlying

corona, which shows a complex thermodynamic struc-

ture with mixed dark open field regions and bright coro-
nal loops (Fig. 1f; see also Fig. 3). The emerg-

ing radiation from the corona has been used as a mea-

sure of the coronal heating rate (Withbroe & Noyes

1977). We calculated the differential emission mea-
sure (Del Zanna & Mason 2018) near T = 1 MK and

compared it with the observations (Vernazza & Reeves

1978) stored in the CHIANTI atomic database v.9

(Dere et al. 2019). The simulated value was 3.9 × 1020

cm5 K−1, comparable to the typical parameter in the
quiet region (3.1× 1020 cm5 K−1) and larger than that

in the coronal hole (3.9× 1019 cm5 K−1). In this sense,

our model realizes a slow solar wind blowing from coro-

nal hole boundary near a quiet region rather than a fast
solar wind from a dark polar coronal hole.

The simulated atmosphere is powered by the turbu-

lent magneto-convection. The small-scale dynamo in

the convection zone amplifies the magnetic energy and

creates mixed-polarity magnetic patterns in the pho-
tosphere (Fig. 1g; Petrovay & Szakaly 1993; Cattaneo

1999; Vögler & Schüssler 2007). The strength of the

small-scale magnetic field is a vital free parameter that

affects the energy input to the solar atmosphere. The
magnetic energy at the solar surface is determined by

the balance between the small-scale dynamo, down-

ward transport of magnetic energy (Petrovay & Szakaly

1993; Stein et al. 2003), and inflow of magnetic energy

through the bottom boundary from the deeper solar in-
terior (Rempel 2014). In our model, the simulated un-

signed vertical magnetic flux at the optical depth unity

was 51.2 G (5.12 mT), slightly smaller than the typ-

ical internetwork magnetic field strength of 85 G (8.5
mT; Danilovic et al. 2016; del Pino Alemán et al. 2018).

Considering the different spatial resolutions of our model

and the previous studies (Rempel 2014; Danilovic et al.
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Figure 1. Overview of the simulated solar atmosphere. (a–b) Radial velocity field and radial magnetic field (normalized by its
horizontal average), respectively, on a xr-plane at y = 0, where r = z +R⊙. (c–e) Radial velocity field, proton number density,
and radial magnetic field measured on a xy-plane at r = 29R⊙, respectively. In each panel, the point value at (x, y) = (0, 0) is
shown as a solid black line, and the gray-shaded region represents the range of the maximum and minimum values on the same
xy-plane. (f) Differential emission measure at T = 1 MK observed from the top of the simulation box. (g) Radial magnetic field
in the solar photosphere (at the optical depth unity). In panels (a,b,f,g), all variables are measured at time = 29 h.

2016; del Pino Alemán et al. 2018), we speculate that

the realized photospheric magnetic energy is within a
reasonable range in the quiet Sun or in the coronal hole.

3.2. Time variation

The simulated atmosphere varies on daily time scales

(Fig. 2). Randomness of the thermal convection and
small-scale dynamo produces the variation in the re-

alized magnetic field strength at the base of the solar

corona (Fig. 2a, solid black line). In contrast, the mag-

netic field strength at z = 40 Mm is almost constant in
time, as most magnetic flux is open (connected to the

solar wind). The coronal temperature (Fig. 2b), verti-

cal component of magnetic energy flux (Fig. 2c), and

speed of the solar wind (Fig. 2d) show time variations

similar to the near-surface magnetic energy (Fig. 2e-g).
The positive dependence of the coronal temperature

(and the energy dissipation in the corona) on the sur-

face magnetic activity may be explained by (1) the

random shuffling of the magnetic field lines (Parker
1989; Schrijver et al. 1998), (2) the Alfvén waves trav-

eling the expanding magnetic flux tube (Hollweg 1984;

Verdini et al. 2012), or (3) the size distribution of closed

loops (Rosner et al. 1978; Wiegelmann & Solanki 2004).

To satisfy energy balance in the corona, the higher coro-

nal temperature increases the mass density and inertia
of the flowing plasma, interfering with the acceleration

of the solar wind (Leer & Holzer 1980). Thus, the time

variation of the solar wind speed should be explained

by variations in the magnetic energy flux transported to
the solar wind (Fig. 2c, f).

The time variation of the magnetic energy flux at z =

40 Mm is not easily explained by the field-aligned energy

transport by Alfvén waves (Hollweg 1984; Verdini et al.

2012). Assuming that the velocity amplitude of excited
Alfvén waves in the photosphere and the amount of

wave dissipation during the propagation are indepen-

dent of the surface magnetic energy, the magnitude of

the magnetic energy flux should be proportional to the
local magnetic field strength. However, as most of the

magnetic flux is open and uniformly distributed above

z = 40 Mm (Fig. 2a, dashed red line), the Alfvén wave

model predicts a temporally constant magnetic energy

flux at this height, which contradicts the measurements
shown in Fig. 2f. We expect another process that sig-

nificantly contributes to energy transport.

3.3. Persistent energy release in the low corona
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Figure 2. Time variations in the solar atmosphere with
magnetic activity near the surface. (a) Root-mean-square
of the radial magnetic field in a horizontal plane at z = 2
Mm (base of the corona, solid black line) and z = 40 Mm
(middle corona, dashed red line). (b,c) Horizontal average
of the plasma temperature and radial magnetic energy flux,
respectively, measured at z = 40 Mm. (d) Horizontal average
of the radial velocity field at r = 29R⊙. (e–g) Dependencies
of the coronal temperature, coronal magnetic energy flux,
and solar wind speed, respectively, on the root-mean-square
of the magnetic field at z = 2 Mm. The shaded region in
panels (b)–(d) is possibly affected by the initial condition
and is thus excluded from the scatter plots (e)–(g) and other
analyses.

Looking closely at the low corona, we find that mag-

netic energy is persistently released at the boundary

of the open and closed magnetic regions. The small-

scale dynamo in the convection zone generates a complex

coronal magnetic structure. Fig. 3a shows the open and
closed magnetic field lines that are mixed and closely

spaced. The field lines with high temperatures can be

observed not only in the closed field region but in the

open field region near the closed loops. Near the open
field region with hot plasma, a fast upward flow (≥ 200

km s−1) appears around (x, y) = (5, 0) Mm. This up-

ward mass flow converges into hot and thin boundary

layers at z = 40 Mm and supplies mass and energy to

the solar wind above. The electric current exhibits a
spatially complex structure, possibly due to the shear-

ing motion by the photospheric convection. The strong

electric current in the closed field region sometimes pen-

etrates the open field region, forming the observed hot

and fast upflow. Similar magnetic energy release contin-

ues during the simulation run. This hot and fast plasma
upflow with the strong electric current near the bound-

ary of open and closed field regions should be a real-

ization of the interchange reconnection scenario of the

solar wind (Axford & McKenzie 1992; Fisk et al. 1999;

Fisk 2003).

3.4. Cross-field energy transport

Neither observational nor theoretical studies have
quantitatively revealed the relative importance between

the Alfvén wave and interchange reconnection sce-

narios on the solar wind formation (Cranmer et al.

2017). The Alfvén wave scenario (Jacques 1977; Hollweg

1986; Suzuki & Inutsuka 2005; Cranmer et al. 2007;
Shoda et al. 2019) satisfies various observational con-

straints (Cranmer 2012), whereas the interchange recon-

nection scenario (Axford & McKenzie 1992; Fisk et al.

1999; Fisk 2003; Cranmer & van Ballegooijen 2010;
Cranmer 2018; Antiochos et al. 2011; Zank et al. 2020)

has maintained persistent interest as a natural explana-

tion for the variability, the ionization degree, and the el-

emental abundance in the solar wind (Abbo et al. 2016).

Because our model includes contributions from both sce-
narios, we can evaluate the amount of energy input by

the Alfvén wave and interchange reconnection scenarios.

We use the amount of cross-field energy transport

(Poynting flux) to measure energy input by the inter-
change reconnection scenario (Appendix A). In most

models, the Alfvén waves basically travels along the

magnetic field lines in the magnetized atmosphere, car-

rying the magnetic energy into solar wind. Thus, if we

could estimate the energy transport across the interface
between the open and closed fields, it is also possible

to evaluate the relative contribution of Alfvén wave and

interchange reconnection in the simulated atmosphere.

Fig. 4a shows the vertical profile of the magnetic en-
ergy flux along open and closed field regions. Most of

the magnetic energy is transported into the closed field

region below z = 10 Mm rather than into the open field

region connected to the solar wind, reflecting the area

fraction of each region in the low corona. As the num-
ber of closed field lines decreases with height, the energy

flux in the closed region becomes zero at z = 30 Mm.

In contrast, the energy flux in the open field region is

slightly enhanced from z = 3 Mm to z = 30 Mm.
We then separated the contributions to the vertical

variation of magnetic energy flux in the open field re-

gion. As shown in Fig. 4b, a significant amount of

magnetic energy is transferred from the closed to open
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Figure 3. Magnetic and thermodynamic structures in the low corona. (a) Three-dimensional structure of the magnetic
field lines. The line color indicates the plasma temperature. Horizontal slices of the radial magnetic field at z = 2 Mm and
plasma temperature at z = 20 Mm are also shown. (b) Horizontal slices of (left) the plasma temperature T , (middle) the
vertical velocity Vz, and (right) the magnitude of current density |∇ ×B| at different heights. The thin solid lines indicate the
boundary between the open and closed magnetic regions. Most of the field lines are open at z = 40 Mm.

Figure 4. Strong energy transport from the closed coronal
loops into the solar wind. (a) Vertical profile of the hori-
zontally averaged magnetic energy flux (black dotted line).
Energy fluxes in the open (solid red line) and closed (dashed
blue line) field regions are also shown. (b) Gain and loss of
the magnetic energy flux per unit mass (roughly correspond-
ing to the cooling and heating rates of plasma, respectively)
in the open-field region. Thick and thin light lines show the
vertically low-pass filtered and unfiltered data, respectively.

field regions (denoted as cross-field transport, see Eq.

A1). Most of the magnetic energy transferred from the

closed magnetic region is dissipated and heats the coro-

nal plasma in the open field region. The net energy gain
per magnetic flux density (a measure of energy gain in-

variant from the expansion of magnetic flux tube; see

Eq. A2) from the closed magnetic region between z = 2

Mm and z = 40 Mm is 9.38× 105 W m−2 T−1, compa-

rable to the energy transported directly from the lower
atmosphere (9.93 × 105 W m−2 T−1). In other words,

approximately half of the total solar wind energy comes

from the closed coronal loops.

4. DISCUSSION

The evaluated energy transport process along and

across the magnetic field lines in the simulated corona

is summarized in Fig. 5 (see also Appendix A for de-

tails). Approximately half of the energy input to the so-
lar wind is transferred from closed coronal loops to the

open field region. The existence of hot plasma, confined

upward flow, and strong electric current at the interface

between open and closed fields (Fig. 3) implies that the

cross-field energy transport is caused by the interchange
reconnection in low corona. Thus, our simulation can be

interpreted as a realization of the interchange reconnec-

tion scenario of solar wind on the supergranular-scale

(Axford & McKenzie 1992; Fisk et al. 1999; Fisk 2003;
Cranmer & van Ballegooijen 2010; Cranmer 2018).

We noticed that the emergence of magnetic flux is

not as evident in our simulated corona, in contrast

to the previous models of interchange reconnection
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Figure 5. Schematic illustration of energy transport in the
solar corona. Field-aligned transport supplies half of the to-
tal energy input in the open field region. The remaining half
comes from the closed field region through the interactions
between open and closed magnetic field lines.

scenario (Fisk 2003; Cranmer & van Ballegooijen 2010;

Wang 2020). Instead, the horizontal braiding motion
in the low corona appeared to cause the interchange

reconnection at the interface between open and closed

fields. This difference may resolve smaller energy in-

put than required for solar wind acceleration, as re-
ported by some interchange reconnection models (e.g.,

Cranmer & van Ballegooijen 2010). These speculation

may help update the picture of interchange reconnection

scenario of the solar wind and warrant further investi-

gation.
Our results do not exclude the potential contribu-

tion of interchange reconnection in larger-scale (quasi-

)separatrix layers, like helmet streamers or pseu-

dostreamer boundaries (e.g., Antiochos et al. 2011). As
we assume a supergranular-scale horizontal domain, the

model cannot mimic the global-scale interchange recon-

nection.

The dependence on the numerical grid size will be ob-

served, especially near the photosphere (where a single
granulation is resolved only 5–10 grids). The rate of

magnetic reconnection in the numerical simulation also

affected by the numerical resistivity in the model, until

the plasmoid reconnection becomes dominant. There-
fore, the insufficient numerical resolution may affect the

amount of cross-field energy transport. We are going to

investigate such numerical artifacts in future studies.

Although we focus only on energy transport in the

corona, high plasma beta, complex magnetic structure,
and high nonlinearity (e.g., shock waves) in the chro-

mosphere may easily lead larger amount of cross-field

transport of mass and energy. As the numerical reso-

lution may not be sufficient in our simulated chromo-

sphere, we did not show a detailed analysis of energy
transport in the chromosphere. This point should be

investigated in high-resolution simulations.

The energetic contribution from the closed region

showed a dependence on the photospheric magnetic en-

ergy (that relates to the number of coronal loops). Given
the spatial resolution of observed synoptic magnetic

maps and the prediction models focusing on large-scale

magnetic structures, the small-scale magnetic structure

may be a missing factor in the large dispersion observed
in empirical solar wind models (Riley et al. 2015).

Although the simulated atmosphere successfully re-

produced various observational constraints (Sec. 3.1) as

a slow solar wind blowing from a coronal hole boundary,

the mass-loss rate was larger than the average solar wind
value. The unsigned magnetic flux in the photospheric

layer was also slightly over-enhanced. These discrepan-

cies may be caused by insufficient numerical resolution

and the magnetic bottom boundary condition. The re-
alized photospheric magnetic energy by the small-scale

dynamo simulations is affected by the strength of the

magnetic flux recirculation (Rempel 2014, 2018). Sim-

ilar dependence on the deep recirculation (modeled as

the magnetic bottom boundary condition) was also ob-
served in our simulation. In this context, our results

imply that the small-scale dynamo and the turbulent

magnetic energy in the deep convection zone may con-

trol the nature of the solar wind.
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APPENDIX

A. ESTIMATION OF CROSS-FIELD ENERGY

TRANSPORT

Energy is transported along and across magnetic field

lines in the solar atmosphere. The Alfvén wave sce-

narios assume energy transport along the magnetic field
lines. In contrast, magnetic reconnection induces topo-

logical changes in the magnetic field lines, allowing en-

ergy transport from closed coronal loops to open field

lines connected to the solar wind. Thus, the cross-field

energy transport can quantitatively determine the viola-
tion of the Alfvén wave scenario. The vertical variation

of the magnetic energy (Poynting) flux in the open field

region can be written as

∂ 〈fopnFmag,r〉

∂r
=

〈(

Emag

∂

∂t
+ Fmag · ∇

)

fopn

〉

− 〈fopn (WL +Qres)〉 −

〈

∂(fopnEmag)

∂t

〉

(A1)

where fopn, WL, Qres, and Emag indicate the area filling

factor of the open magnetic flux (connected to the solar

wind), the work done by the Lorentz force, the resis-
tive heating rate produced by numerical diffusion, and

the magnetic energy density, respectively. The bracket

represents integration over the horizontal domain. The

first term on the right-hand side describes the magnetic
energy transport across the boundary of the open and

closed magnetic regions. The second term on the right-

hand side describes the energy conversion from/to the

thermal and kinetic energies in the open magnetic re-

gion. The last term is the contribution from the time
variation of magnetic energy.

The filling factor fopn is calculated by tracing the mag-

netic field lines in each snapshot. At each grid point,

the filling factor was set to unity if a magnetic field line
through the grid cell reached z = 200 Mm, where most

of the magnetic flux was connected to the solar wind in

our simulation. If open field lines did not cross a grid

point, its filling factor was set to zero.

The error in the field line tracing can be estimated

from the conservation of the vertical magnetic flux. As

the horizontal boundary conditions are periodic, the

horizontally integrated vertical magnetic flux is con-
served during the time integration. The vertical mag-

netic flux in the open field region is then balanced

to the horizontally averaged vertical magnetic flux as

〈Br〉 = 〈fopnBr〉. In a snapshot taken at time = 72 h,

the relative error in this magnetic flux conservation was
less than 14% (6%) above z = 2 Mm (4 Mm). The error

level did not affect the conclusions of our study. To con-

firm the robustness of the measurement, we changed the

number of magnetic field lines traced in each snapshot
and the step size along one field line during the tracing.

The energy flux per magnetic flux density is invari-

ant along a magnetic field line if the energy gains are

negligible. The net contribution within the height in-

terval between z = z0 and z = z1 can be obtained by
integrating Eq. A1 along the z-direction

(

〈fopnFmag,r〉

〈fopnBr〉

)

z=z1

−

(

〈fopnFmag,r〉

〈fopnBr〉

)

z=z0

=
1

〈fopnBr〉

∫

z1

z0

[〈(

Emag

∂

∂t
+ Fmag · ∇

)

fopn

〉

−〈fopn (WL +Qres)〉 −

〈

∂(fopnEmag)

∂t

〉]

dz, (A2)

assuming the conservation of the horizontally integrated

magnetic flux along the vertical axis 〈fopnBr〉z=z1
=

〈fopnBr〉z=z0
.

If the energy gains (right-hand-side terms of Eq. A1)

can be neglected, the energy flux per magnetic flux den-
sity becomes invariant in the vertical direction. We used

the sixth-order finite difference operator to evaluate the

spatial derivatives and the second-order Crank-Nicolson

method to evaluate the temporal derivatives. Evaluat-
ing Eq. A2 between z0 = 2 Mm and z1 = 40 Mm, the

cross-field energy transport was obtained as 9.38 × 105

W m−2 T−1, approximately half of the total energy in-

put to the open field region (Fig. 5). The input from the
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chromosphere (second term in the left-hand side of Eq.

A2) was 9.93× 105 W m−2 T−1, whereas the outgoing

energy flux (first term in the left-hand side of Eq. A2)

was 7.55× 105 W m−2 T−1. The energy converted into
thermal and kinetic energies was 1.69×106 W m−2 T−1.

The magnetic energy decreases between 24 h and 72 h

(Fig. 2) was 5.44 × 104 W m−2 T−1, smaller than the

other terms. Finally, the residual energy gain was deter-

mined as 4.60 × 105 W m−2 T−1, mainly coming from

a low time cadence of 1 h in our dataset. Note that the

last term in Eq. A1 can be evaluated accurately after

time averaging (as the magnetic energy difference be-

tween time = 24 h and 72 h) independently of cadence
in the dataset. Thus, assuming that the residual comes

from the error in the time derivatives of the first term

in Eq. A2, a dataset with a higher cadence can increase

the amount of cross-field transport. In other words, our

evaluated cross-field transport may be a lower bound.
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